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1
INFORMATION PROCESSING DEVICE,
RECORDING MEDIUM STORING
INFORMATION SEARCH PROGRAM, AND
INFORMATION SEARCH METHOD

CROSS-REFERENCE TO RELATED
APPLICATION

This application is based upon and claims the benefit of
priority of the prior Japanese Patent Application No. 2012-
288855, filed on Dec. 28, 2012, the entire contents of which
are incorporated herein by reference.

FIELD

The present invention relates to information searching
technologies of information processing devices.

BACKGROUND

A system where computers are distributed (distributed sys-
tem) needs destination information of a server, which is a
communication destination (e.g., internet protocol (IP)
address etc.). Types of methods of managing destinations in
distributed systems are, for instance, a central management
type, and a peer-to-peer (P2P) type. In the central manage-
ment type management method, first, a client accesses a dedi-
cated server that manages destinations, and identifies a target
server as a destination from the dedicated server. In contrast,
in the P2P type management method, each server in a distrib-
uted system manages destination information for the other
servers (all the servers have functions of management serv-
ers).

In a P2P type distributed system, it is preferred to deter-
mine a server to which data is to be assigned, by means of
calculation, in order to make relationship between servers
loose. For this type, a distributed hash table (DHT) is often
used. According to the distributed hash table, nodes are
mapped into a hash space, which is a set of hash values
determined by a prescribed hash function, thereby construct-
ing an overlay network. The method of determining a server
as a destination using DHT assigns a key to data, and hashes
the key to thereby determine a server to which the data is
assigned. It is anticipated that use of DHT allows the distri-
bution of data to servers to be uniform in terms of probability
to make loads be distributed. In particular, a hashing method
referred to as consistent hashing (CH) has a strong flexibility
in adding and deleting servers on a network. Accordingly, this
method is applied to fields of distributed data storage systems
and distributed cache systems.

For instance, a technology pertaining to distributed sys-
tems using DHT is as follows.

A first technology is an information communication sys-
tem that reduces loads on a node device that transmits infor-
mation when transmitting the information to a plurality of
node devices. The information communication system is
formed by participation of the node devices connected to each
other via communication paths. In the information commu-
nication system, a certain node device X determines repre-
sentative node devices included in respective groups which
are multiple (four) groups and into which the node devices are
classified according to a prescribed rule (e.g., DHT). The
node device X transmits main information to the determined
node devices A, B and C. When the main information
received from another node device is destined to the group
including the own node device, the node device X transmits
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2

the main information received in an analogous manner to the
node device as the representative of the group to which the
own node device belongs.

A second technology is the following information search
method. The information search method holds service infor-
mation that includes information representing the location,
content and the like of information provided by a terminal
device that is a service provider, and information for using
this information; this method is applied to an information
search system that includes communication devices classified
into groups on the basis of prescribed conditions. The infor-
mation search method includes an attribute information
acquisition step, a first search step, a request transferring step,
and a second search step. The attribute information acquisi-
tion step acquires attribute information for identifying service
information included in an information search request that
requests search of service information. The first search step
searches for a group to which a communication device hold-
ing target service information belongs on the basis of the
attribute information acquired by the attribute information
acquisition step. The request transferring step transfers the
information search request to the representative communica-
tion device of the group which is the result of the first search
step. When the own device is the representative communica-
tion device, the second search step receives the information
search request transferred by the request transferring step and
searches for the target service information in the own group.

Systems such as for online stock transaction needs to
quickly process enormous requests. Furthermore, in these
days, it is difficult to predict the growth in the amount of
requests for online transactions. Accordingly, the systems
need to have a mechanism for allowing the processing capac-
ity to be flexibly expanded. In order to meet the demand, a
distributed processing system that is dynamically expanded is
preferable.

The central management type distributed system has a
significantly simple structure, and reaches a target server at
two communications. However, a management server may
become a single fault point, which affects the entire system in
case of occurrence of an abnormality. This system also has a
drawback in that query communications may easily become a
bottleneck in the case where the number of servers signifi-
cantly increases.

The P2P type distributed system has an advantage of fault-
tolerance even in case where some of servers have failed. This
system is often adopted as a large-scale distributed system
from which availability is needed. In the case of constructing
a DHT type overlay network, load distribution is also
expected. That is, the drawback of the central management
type is solved.

Note that the techniques disclosed in the following docu-
ments are also known.

Patent Document 1: Japanese Laid-Open Patent Publication

No. 2007-053662
Patent Document 2: Japanese Patent [Laid-Open Publication

No. 2007-156700
Non-Patent Document 1: Luiz R. Monnerat and Claudio L.

Amorim, “DIHT: A Distributed One Hop Hash Table

Extended Version”

SUMMARY

According to an aspect of the embodiments, an information
processing device is connected in a manner capable of mutu-
ally communicating via a communication network, and has
any of hash values associated with a hash space based on
distribution hash information providing the hash values
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according to a distributed hashing method. The information
processing device includes a storing unit, and a processor.
The processor receives access information of requiring access
to the information processing device as a target on the basis of
first distribution hash information; the access information has
been transmitted from another information processing
device. The first distribution hash information represents dis-
tribution hash information using the hash value in the hash
space between first devices. The first device is any of infor-
mation processing devices belonging to one of groups divided
according to the sequence in terms of the magnitudes of hash
values. The processor searches second distribution hash
information for a second device corresponding to the hash
value generated from access information. The second distri-
bution hash information represents distribution hash informa-
tion using the hash value in the hash space pertaining to a
second device, which is an information processing device
belonging to the group to which the first device belongs. The
processor transmits the access information to the retrieved
second device.

According to another aspect of the embodiments, an infor-
mation processing terminal is connected to another informa-
tion processing device in a manner capable of mutually com-
municating therewith via a communication network, and
accesses an information processing system including infor-
mation processing devices having any of hash values associ-
ated with a hash space based on distribution hash information
providing the hash values according to the distributed hashing
method. The information processing terminal includes a stor-
ing unit, and a processor. The storing unit stores representa-
tive device distribution hash information. The representative
device distribution hash information represents distribution
hash information using the hash values in the hash space
between representative devices. The representative device is
any information processing device belonging to one of groups
divided according to the sequence in terms of the magnitudes
ot hash values associated with the hash space. The processor
acquires access information for requesting access to the infor-
mation processing device as a target. The processor searches
the representative device distribution hash information for the
representative device corresponding to the hash value gener-
ated from the access information. The processor transmits the
access information to the retrieved representative device.

The object and advantages of the invention will be realized
and attained by means of the elements and combinations
particularly pointed out in the claims.

It is to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are not restrictive of the invention.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a block diagram of an information processing
system of an embodiment.

FIG. 2 is a diagram for illustrating a split hash in this
embodiment.

FIG. 3 is a diagram for illustrating the relationship between
a parent server and a child server on CH, and network con-
nection therebetween in this embodiment.

FIG. 4 is a diagram for illustrating routing in an overlay
network in this embodiment.

FIG. 5 illustrates an example of a network configuration of
a distributed system in this embodiment.

FIG. 6 is an example of the configuration of the parent
server in this embodiment.

FIG. 7 illustrates an example of the configuration of the
child server in this embodiment.
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FIG. 8 illustrates an example of a configuration of a client
in this embodiment.

FIGS. 9A, 9B and 9C illustrate examples of the structures
of communication information used for communication
between clients and servers or between servers in this
embodiment.

FIG. 10 illustrates an example of server management infor-
mation in this embodiment.

FIG. 11A illustrates an example of a server information
structure for constructing a parent CH or a child CH in this
embodiment.

FIG. 11B illustrates an example of a server information
structure in this embodiment.

FIG. 12 illustrates an example of a data structure of a CH
table in this embodiment.

FIG. 13 illustrates a flow of data access to the distributed
system in this embodiment.

FIG. 14 illustrates a flow of searching for the CH table in
this embodiment.

FIGS. 15A-15D are diagrams for illustrating dynamic divi-
sion of a split hash in this embodiment.

FIG. 16 illustrates a processing flow executed by a server to
be added to the split hash in this embodiment.

FIG. 17 illustrates a detailed flow of participation request
process (S36) of FIG. 16.

FIGS. 18A and 18B are diagrams for illustrating replica-
tion of the CH table in the split hash in this embodiment.

FIG. 19 illustrates a processing flow executed by each
server participating in the split hash when a server is with-
drawn in this embodiment.

FIG. 20 is a configurational block diagram of a hardware
environment of a computer according to an example of this
embodiment.

DESCRIPTION OF EMBODIMENTS

In the P2P type, it is ideal that each of clients and servers
know the destination information of all the servers participat-
ing in the system. In this case, it is possible that any of clients
and servers instantaneously communicate with a target
server.

Unfortunately, when the number of servers participating in
the system becomes significantly high, the amount of desti-
nation information, and connection resources become enor-
mous, which needs high-performance hardware. Further-
more, communication traffic for synchronizing destination
information in the case of alive monitoring on servers and
change in server configurations increases. Accordingly, com-
munication loads increases.

One aspect of the embodiments discussed herein provides
atechnology for reducing a load of controlling and maintain-
ing a network, in a system including information processing
devices that are capable of communicating with each other.

A speed of reaching a target server and a service cost for
destination information have the following trade-off relation-
ship. Accordingly, the way of optimization is the point.

Amount of destination information: Small . . . Large

Reaching speed: Low . .. High

Maintenance cost: Low . . . High

An algorithm of constructing an overlay network accord-
ing to DHT is, for instance, Chord, Pastry, or CAN. Chord is
a routing algorithm where a certain number of hops (moving
between servers while searching) are performed to reach a
destination instead of reducing destination information held
by one server. Chord is efficient algorithm also in this field,
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and reaches a destination at an order of hops of O(log 2 N) (N
is the number of servers), irrespective of the scale of the
system.

However, in a system, for instance, a web front system for
online stock transaction where improvement in latency (re-
sponse speed) by omitting even one communication (several
hundred microseconds) results in competitiveness, the speed
of reaching data and the stability thereof according to Chord
is insufficient. In a system, such as a streaming process, which
is needed to cause the process to always comply with the
slowest case, even Chord is insufficient in speed of reaching
data and stability thereof.

More specifically, Chord needs at least two hops at a high
probability, irrespective of the number of servers. A configu-
ration with 100 devices needs communication with at least
five hops, which sometimes cause a difference in communi-
cation performance that is at least one millisecond.

Meanwhile, a method has been being researched that pur-
sues speedup and stability, and reduces the number of hops to
the absolute minimum. A method referred to as one hop DHT,
such as D1HT, is a method of speeding up search for a DHT.
This algorithm causes only one hop in a normal case. How-
ever, in these methods, all servers are needed to store paths to
the other servers. Accordingly, when the number of servers
participating in the system significantly increases, the amount
of destination information and connection resources become
enormous, which needs high-performance hardware. The
communication traffic for synchronizing destination infor-
mation increases in the case of alive monitoring on the servers
and in the case where the server configuration is changed,
thereby increasing the communication load. That is, it is an
object of a competitive system to construct an overlay net-
work that achieves a lower maintenance cost of the system
and an excellent response performance.

According to this embodiment, a method of constructing
an overlay network will be proposed that has characteristics
of high availability equivalent to that of consistent hashing
and flexibly allowing change in configuration, and achieves a
low load for maintaining the network and a high response
performance.

FIG. 1 is a block diagram of an information processing
system in this embodiment. The information search system 1
includes an information processing terminal 2, information
processing devices 3, and a communication network 4.

The information processing devices 3 are communicably
connected to each other via the communication network 4,
and have respective hash values associated with a hash space
based on distribution hash information that provides the hash
values according to a distributed hashing method. One
example of the distribution hash information is a distributed
hash table. The information processing device 3 includes an
acquisition unit 3-1, a storing unit 3-2, a search unit 3-3, a
transmitting unit 3-4, a separation controller 3-5, and a with-
drawal processor 3-6.

The acquisition unit 3-1 acquires access information that
requests access to a target information processing device 3
and that has been transmitted from another information pro-
cessing device 3, on the basis of first distribution hash infor-
mation. An example of the acquisition unit 3-1 is a commu-
nication controller 41 descried later. The first distribution
hash information represents distribution hash information
using hash values in the hash space between first devices. An
example of the first distribution hash information is a parent
hash table 49 described later. The first device is any of the
information processing devices 3 belonging to one of groups
divided according to the sequence in terms of the magnitudes
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ot'hash values associated with the hash space. An example of
the first device is a parent server 12 described later.

The storing unit 3-2 stores the second distribution hash
information. The second distribution hash information repre-
sents distribution hash information using hash values in the
hash space pertaining to the second devices, which are infor-
mation processing devices belonging to the group to which
the first device belongs. An example of the storing unit 3-2 is
a storage 48 described later. An example of the second distri-
bution hash information is a child CH table 50 described later.

The search unit 3-3 searches the second distribution hash
information for the second device corresponding to the hash
value generated from access information. An example of the
search unit 3-3 is a child CH destination manager 46 descried
later. An example of the second device is a child server 13
described later.

The transmitting unit 3-4 transmits the access information
to the retrieved second device by the searching. An example
of the transmitting unit 3-4 is a communication controller 41
described later.

This configuration allows the same hash space to be lay-
ered, thereby enabling the load of controlling and maintaining
the network to be reduced.

In the case where the information processing device is the
first device, the storing unit 3-2 stores the first distribution
hash information. In the case where the acquired access infor-
mation is access information to be processed by the first
device other than the information processing device con-
cerned, the search unit 3-3 searches the first distribution hash
information for the first device corresponding to the hash
value generated from the access information. The transmit-
ting unit 3-4 transmits the access information to the retrieved
first device.

Furthermore, the information processing device 3 includes
the separation controller 3-5. In the case where a participation
request to the first group to which the first device belongs is
notified from the information processing device 3 belonging
to no group, the separation controller 3-5 compares the num-
ber of second devices belonging to the first group with a
prescribed threshold. The separation controller 3-5 selects
any of the second devices on the basis of the comparison
result. The separation controller 3-5 separates, from the first
group, the second device having the hash value included in a
range from a starting point of the hash space corresponding to
the first group to the hash value of the selected second device.
The separation controller 3-5 generates the second distribu-
tion hash information on the group formed by the separated
second device, and adds the selected second device to the first
distribution hash information. An example of the separation
controller 3-5 is a configuration manager 44 described later.

Furthermore, the information processing device 3 includes
the withdrawal processor 3-6. In the case where the first
device is withdrawn from the communication network 4,
when the information processing device 3 has a hash value
next higher or lower than that of the withdrawn first device
among the second devices belonging to the group to which the
withdrawn first device belongs, the withdrawal processor 3-6
performs the following processes. That is, the withdrawal
processor 3-6 notifies the other information processing
devices 3 that the second device is the renewed first device in
the group from which the first device has been withdrawn,
while adding the second device to the first distribution hash
information and transmitting the information to the other
information processing devices 3 or information processing
terminals 2. An example of the withdrawal processor 3-6 is
the configuration manager 44 described later.
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This configuration allows the same hash space to be lay-
ered, and thus allows adverse effects of change in the network
configuration to be localized, thereby enabling the load of
controlling and maintaining the network to be reduced.

The information processing terminal 2 is connected to
another information processing device 3 in a manner capable
of mutual communication via the communication network 4,
and accesses the information processing system including the
information processing device having any of the hash values
associated with the hash space based on the distribution hash
information. The information processing terminal 2 includes
a storing unit 2-1, an acquisition unit 2-2, a search unit 2-3,
and a transmitting unit 2-4. The storing unit 2-1 stores repre-
sentative device distribution hash information. The represen-
tative device distribution hash information (first distribution
hash information) represents distribution hash information
using the hash value in the hash space between representative
devices (first devices). The representative device (first device)
is any of the information processing devices 3 belonging to
any of groups divided according to a sequence in terms of
magnitudes of hash values associated with the hash space. An
example of the storing unit 2-1 is a storage 56 described later.

The acquisition unit 2-2 acquires access information for
requesting access to a target information processing device.
An example of the acquisition unit 2-2 is a library 52
described later.

The search unit 2-3 searches the representative device dis-
tribution hash information for the representative device cor-
responding to the hash value generated from the access infor-
mation. An example of the search unit 2-3 is a parent CH
destination manager 54 described later.

The transmitting unit 2-4 transmits the access information
to the retrieved representative device by the searching. An
example of the transmitting unit 2-4 is a communication
controller 55 described later.

This configuration allows the same hash space to be lay-
ered, thereby enabling the load of controlling and maintaining
the network to be reduced.

According to this embodiment, first, in the overlay network
using the consistent hashing (CH), the hash space is divided
into multiple pieces according to the number of servers. Here-
inafter, the divided hash space is referred to as “areas”. Next,
the parent servers are automatically selected from the respec-
tive areas. Control is performed such that access to any of
servers in each area is made via the parent server. In doing so,
the single hash space is dealt with as a layered structure. The
divided and layered hash space is referred to as a split hash.

FIG. 2 is a diagram for illustrating the split hash in this
embodiment. Symbol 15 denotes a physical network 15.
Symbol 11 denotes a hash space represented by a circle. More
specifically, the entire circle represents a consistent hashing
space. Small circles on the circle represent the respective
servers.

First, a logical hash space 11 is formed on the physical
network 15. As depicted as small circles in the hash space 11,
the servers are mapped into the hash space. Furthermore, the
hash space 11 is divided into multiple areas 14 according to
the number of servers mapped into the hash space.

FIG. 2 depicts a state where one parent server 12 indicated
by a black circle is selected in each of the areas 14. Servers
indicated by white circles in each area 14 are referred to as
child servers 13. The parent server 12 is a server as an “end”
(e.g. the maximum value in the section in the case where the
hash space is represented as numerical values) of the divided
area 14, and supports the hash space after the hash space
supported by the “previous” parent server to the hash space
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having the own hash value. This method is analogous to the
method of determining the hash space supporting range by
the server in CH.

The number of servers permitted in each area 14 is prede-
termined. When a server is to be added to the hash space
indicated by the area 14 exceeding the permissible number of
servers, the area 14 is divided as will be described later. In
doing so, when the number of servers in the area 14 exceeds
the threshold, the congested area is algorithmically divided.
As a result, the network configuration is dynamically
changed, thereby allowing the adverse effects of change to be
localized.

FIG. 3 is a diagram for illustrating the relationship between
the parent server and the child server on CH, and the network
connection therebetween in this embodiment. An annulus
ring denoted by symbol 21 indicates the entire CH. An annu-
lus ring denoted by symbol 22 indicates the hash space (par-
ent CH) formed by the parent servers 12. The parent CH 22 is
a subset of the entire CH 21. The positions mapped into the
hash space are identical to those of the entire CH 21.

Between the parent servers 12, an individual network is
configured by the parent CH 21. In each area 14, an individual
network is constructed between the servers included in the
area 14. The hash space in each area 14 is referred to as a child
CH 23.

The parent servers 12 perform alive monitoring and con-
figuration monitoring on each other. Thus, as indicated by
symbol 24, the parent servers 12 mutually form a fully
meshed network. As indicated by symbol 25, a fully meshed
network is also formed in the child CH 23 of each area 14. The
servers in the area 14 perform alive monitoring and configu-
rational information monitoring on each other. The fully
meshed network is an example. Instead, a method with a low
cost for alive monitoring and configurational information
may be adopted.

FIG. 4 is a diagram for illustrating routing in the overlay
network in this embodiment. The client 31 stores information
concerning the parent CH 22 (parent CH information). When
a request for an operation on data is issued by an application
program, the client determines a server that is to be accessed,
on the basis of the parent CH information. In FIG. 4, the hash
value of a key indicates the server B in terms of the entire CH.
However, the client 31 only views the parent server 12. First,
the client 31 accesses the server A as the parent server, and
notifies the request. The server A stores information on the
child CH (child CH information) and information on the
network path (network path information). Accordingly, the
server A transfers the request issued by the client 31 to the
server B using the child CH information and the network path
information.

According to this embodiment, the overlay network
reduces the load for maintaining the network to “1/the num-
ber of divided areas” owing to dynamic configurational
change in comparison with the fully meshed network. Thus,
the load on the network is distributed.

The overlay network of this embodiment reaches a target
server at the number of transfers of “0 (the number of layers
of divided areas)” owing to layering of the distributed hash.
Accordingly, high speed response is achieved.

Examples of this embodiment will hereinafter be
described.

FIG. 5 is an example of a network configuration of a dis-
tributed system in this embodiment. A distributed system 30
includes one or more clients 31, a communication network
32, and a plurality of servers 33. Each of the clients 31 and the
servers 33 are connected via the communication network 32.
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The client 31 represents an information processing termi-
nal that is connected to the overlay network pertaining to the
parent CH. The servers 33 are a group of servers configuring
a CH space, and include at least one parent server 12 and at
least one child server 13. The parent server 12 is a server that
is capable of being referred to as a gateway of the overlay
network. The child server 13 is at an end of the network 32.

FIG. 6 is an example of the configuration of the parent
server in this embodiment. The parent server 12 includes the
communication controller 41, a data processor 42, the con-
figuration manager 44, and the storage 48. The storage 48
stores a parent CH table 49, a child CH table 50, server
management information 65 and the like. The communica-
tion controller 41 controls communication between the serv-
ers and communication with the clients 31 that are connected
via the network 32. The data processor 42 includes a data
storing unit 43 that stores data supported by the parent server
12, and processes the stored data.

The configuration manager 44 manages the configuration
of'the parent CH on the same layer as that of the parent servers
12, and the configuration of the child CH of the child server 13
included in the area to which the parent server belongs. The
configuration manager 44 includes a parent CH destination
manager 45, the child CH destination manager 46, and an
alive monitor 47. The parent CH destination manager 45
manages information pertaining to the parent CH on the same
layer as that of the parent server 12 using the parent CH table
stored in the storage 48. The child CH destination manager 46
manages information pertaining to the child CH in the area 14
supported by the parent server 12 using the child CH table
stored in the storage 48. The alive monitor 47 performs alive
monitoring on the other parent servers 12 and the child serv-
ers 13 in the supported area 14. That is, the alive monitor 47
monitors addition of a server to the network and withdrawal
of a server from the network.

FIG. 7 illustrates an example of the configuration of the
child server in this embodiment. The child server 13 is the
same as the parent server 12 except for the parent CH desti-
nation manager 45 and the parent CH table 49 being removed.
The child server 13 includes the communication controller
41, the data processor 42, the configuration manager 44, and
the storage 48. The storage 48 stores the child CH table 50, the
server management information 65 and the like. The commu-
nication controller 41 controls communication with the par-
ent server 12 and communication with the child server 13 in
the area 14 to which the child server 13 belongs; the commu-
nication is established via the network 32. The data processor
42 includes the data storing unit 43 that stores data supported
by the child server 13, and processes the stored data.

The configuration manager 44 manages the configuration
of the child CH pertaining to the area 14 to which the child
server 13 belongs. The configuration manager 44 includes the
child CH destination manager 46, and the alive monitor 47.
The alive monitor 47 performs alive monitoring on the parent
server 12 in the area to which this child server 13 belongs and
the child servers 13 in the area to which this child server 13
belongs. That is, the alive monitor 47 monitors addition of a
server to the network and withdrawal of a server from the
network.

FIG. 8 illustrates an example of the configuration of the
client in this embodiment. The client 31 includes an applica-
tion program 51, a library 52, a destination controller 53, the
communication controller 55, and the storage 56. The appli-
cation program (hereinafter, referred to an “application”) 51
requests the server to operate data, on the basis of an instruc-
tion by auser. The library 52 provides an application program
interface (API) for accessing from the application to the dis-
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tributed system 30 in this embodiment. The storage 56 stores
the parent CH table 49, user data and the like.

The destination controller 53 manages the destination
information for each server. The destination controller 53
includes the parent CH destination manager 54. The parent
CH destination manager 54 identifies the parent server 12 as
the destination using the parent CH table 49 stored in the
storage 56. The communication controller 55 controls com-
munication with the server connected via the network 32.

FIGS. 9A, 9B and 9C illustrates examples of the structures
of communication information used between clients and
servers or between servers in this embodiment. Communica-
tion information 61 illustrated in FIG. 9A includes a commu-
nication header 62, and a payload 63. The communication
header 62 includes a “communication type” 62-1, a “data
length” 62-2, and information used in a communication pro-
tocol. The “data length™ 62-2 represents the data length (data
size) of the payload 63.

The “communication type” 62-1 is for identifying the type
of communication. The configuration of the payload 63 is
changed according to the communication type. For instance,
in the case where the content of the request indicates data
update to the server, a “data update request” is set in the
“communicationtype” 62-1. Inthis case, as illustrated in FIG.
9B, the payload 63 has a variable-length structure including a
“key value length” 63-1 of data for CH, a “key value” 63-2, a
“data length” 63-3, and “actual data” 63-4.

In the case where the content of the request represents
transmission of data for operating a CH table 50, “CH table
transmission” is set in the “communication type” 62-1. In this
case, as illustrated in FIG. 9C, the payload 63 includes “the
entire number of pieces of destination information” 63-5, the
“length of a server identifier” 63-6, the “server identifier”
63-7, and “destination information” 63-8. The entire number
of pieces of destination information is set in the “the entire
number of pieces of destination information” 63-5. The size
of'the server identifier is set in the “length of a server identi-
fier” 63-6. Information for identifying the server is set in the
“server identifier” 63-7. Information on the destination is set
in the “destination information” 63-8. The “length of a server
identifier” 63-6, the “server identifier” 63-7, and the “desti-
nation information” 63-8 configure a battery. The batteries as
many as the entire number of pieces of destination informa-
tion (n batteries) are included.

FIG. 10 illustrates an example of server management infor-
mation in this embodiment. The server management informa-
tion 65 is information that is held by each server and pertains
to the server itself, and stored in the storage 48 in the server.
The server management information 65 includes a “hash
value” 66, a “parent server determination flag” 67, and a
“parent server identifier” 68. The hash value assigned to the
corresponding server is stored in the “hash value” 66. Infor-
mation representing whether the server is a parent server or
not is stored in the “parent server determination flag” 67. In
the case where the server is not a parent server (is a child
server), identification information for identifying the parent
server in the area to which the server concerned belongs is
stored in the “parent server identifier” 68.

FIG. 11A illustrates an example of a server information
structure for constructing the parent CH or the child CH in
this embodiment. FIG. 11B illustrates an example of a server
information structure in this embodiment. Server information
pertaining to the parent CH constructed by the server infor-
mation structure is stored in the storage 56 of the client 31 and
the storage 48 of the parent server 12. Server information
pertaining to the child CH constructed by the server informa-
tion structure is stored in the storage 48 of the child server 13.
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A server information structure 71 is a data structure that
includes a “server identifier” 72, a “hash value” 73, a “desti-
nation information” 74, “address information 17 75, and
“address information 2” 76.

The “server identifier” 72 is identification information of
the server that is unique over the entire system, and serves as
a key in the case of configuring the CH. The server identifier
may be any type of information, such as character strings and
numerical values, which is available in hash calculation.

The “hash value” 73 is a value generated through the hash
function on the basis of the “server identifier” 72, and a
numerical value starting from zero; the maximum value is
determined according to the system scale. The “destination
information” 74 is information for communication between
the servers, and information, such as an IP address or a host
name, that allows the communication protocol to be resolved.

The “address information 1” 75 and the “address informa-
tion 2” 76 are address information of an operating system
(0OS), serves as a pointer to another piece of server informa-
tion, and are used in the data structure for searching the hash
space, which will be described later.

FIG. 12 illustrates an example of a data structure of the CH
table in this embodiment. The data structure of the CH table
is a structure common in the parent CH table 49 and the child
CH table 50. The data structure of the CH table is used for
searching for a server in the parent CH destination manager
45, the child CH destination manager 46, and the parent CH
destination manager 54. For instance, it is represented as a
binary search tree in FIG. 12. The tree may be a self-balancing
binary search tree or another data structure for search. Here,
as an example of implementation, a search method in the case
of using a binary search tree will be described.

Each of nodes and leaves in the binary search tree has the
server information structure 61 illustrated in FIG. 9A. Here,
the “hash value” 63 is represented to have an integer value for
the sake of understanding. However, in actuality, the value is
represented as a type depending on the hash function. The
“address information 1 75 and the “address information 2”
76 indicate the leading address of the server information
structure that is a child in the binary search tree. The “address
information 1” 75 serves as a link to the server information
structure having the hash value lower than the node con-
cerned. The “address information 2” 76 serves as a link to the
server information structure having the hash value higher
than the node concerned. Without information on any server
to be a child, “NULL” is stored in the “address information 1”
75 or the “address information 2 76.

FIG. 13 illustrates a flow of data access to the distributed
system in this embodiment. Referring to FIG. 13, an example
of a process of accessing data from the client 31 will be
described.

In the client 31, a request for data operation (insertion,
reference, update, deletion, etc.) is issued by the application
51 to the destination controller 53 using the API included in
the library 52 (S1). Here, the library 52 acquires the hash
value using the hash function on the basis of the server iden-
tifier passed from the application 51, and passes the hash
value to the parent CH destination manager 54.

The parent CH destination manager 54 refers to the parent
CH table 49 stored in the storage 56, and searches the parent
CH table 49 for the parent server 12 on the basis of the key
value provided from the library 52. The parent CH destination
manager 54 acquires, from the parent CH table 49, the desti-
nation information (IP (internet protocol) address, host name,
etc.) for the parent server 12 (S2).

The library 52 determines the communication type on the
basis of the received request for data operation, and generates
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the communication information 61 illustrated in FIG. 9A on
the basis of the determined communication type. The library
52 transmits the generated communication information 61 to
the parent server 12 indicated by the acquired destination
information via the communication controller 55 (S3).

In the parent server 12, the communication controller 41
receives the communication information 61 from the client 31
(S4). The parent CH destination manager 45 then searches the
child CH table 50 stored in the storage 48 for the child server
13 on the basis of the “key value” 63-2 in the communication
information (S5).

As a result of the search, when it is determined that the
request is be supported by the server having received the
request (“Yes” in S6), the data storing unit 43 performs the
data operation process (S8) and returns a reply result after the
process to the client 31 (S9). The client 31 receives the reply
result (S10).

As a result of the search, when it is determined that the
request is not to be supported by the server having received
the request (“No” in S6), the configuration manager 44 per-
forms the following process. That is, the configuration man-
ager 44 transfers the received request message to the child
server (the child server in the same area) 13 that is the desti-
nation retrieved from the child CH table 50 (S7). When the
request message is not data in the area to which the parent
server 12 belongs, the configuration manager 44 searches the
parent CH table 49 and transfers the request message to the
retrieved parent server 12. The parent server 12 receiving the
transferred request message performs processes in and after
S4.

FIG. 14 illustrates a flow of searching for the CH table in
this embodiment. This flow is a detailed flow of S2 and S5 of
FIG. 13, and applied in the case of searching for the target
server using the parent CH table 49 or the child CH table 50.
Here, the flow will be described that passes the key of certain
data to the parent CH destination manager 45, the child CH
destination manager 46, or the parent CH destination man-
ager 54, and identifies the server in which the data resides, on
the basis of the CH table in FIG. 12. Hereinafter, the parent
CH destination manager 45, the child CH destination man-
ager 46, or the parent CH destination manager 54 is referred
to as a destination manager.

First, the destination manager initializes a parameter
“result” used in this flow with “” (NULL) (S11). The “result”
is a parameter representing destination information that is to
be returned as a result of the search.

Next, the destination manager converts the key into a hash
value using a prescribed hash function, and stores the value in
the parameter “hash_A” (S12). SHA-1, MDS5 or the like may
be used as the hash function. The destination manager com-
pares the hash value stored in the parameter “hash_A” with
the hash value (hash_B) of the server information structure of
the “Server-8” at the root in the CH table (S13). Hereinafter,
the way of transition of the flow according to the value of the
hash_A will be described with reference to an example.

(1) The case where hash_A=5

InFIG. 12, the hash value hash_B ofthe server information
structure of the root node being currently referred to is 8,
“hash_A<hash_B (=8)” (S13). In this case, the destination
manager temporarily sets the return value “result” to the
destination information “10.10.100.108” of the server infor-
mation structure being currently referred to (S16). Since the
destination manager compares the hash_A with the smaller
hash_B, the destination manager refers to the server informa-
tion structure indicated by the address information 1 of the
server information structure being currently referred to (“No”
in S17, S18).
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Thus, the server information structure of “Server-3” to be
referred to is the server information structure being currently
referred to. Accordingly, the destination manager performs
setting of hash_B=3. Here, since “hash_A>hash B (=3)”
(S13), the destination manager refers to the server informa-
tion structure indicated by the address information 2 of the
server information structure that is currently being referred to
(“No” in S19, S20).

The server information structure of “Server-6” to be
referred to is the server information structure being currently
referred to. Accordingly, the destination manager performs
setting of hash_B=6. Here, since “hash_A<hash B (=6)”
(S13), the destination manager sets, in the “result”, the des-
tination information “10.10.100.106” of the server informa-
tion structure being currently referred to (S16). The destina-
tion manager then refers to the server information structure
indicated by the address information 1 of the server informa-
tion structure being currently referred to (“No” in S17, S18).

The server information structure of “Server-4” to be
referred to is the server information structure being currently
referred to. Accordingly, the destination manager performs
setting of hash_B=4. Here, “hash_A>hash_B (=4)” (S13),
and there is no child (server information structure) that has a
higher value than that of the server information structure
being currently referred to (address information 2 is NULL)
(“Yes” in S19). Accordingly, the destination manager per-
forms the following process. That is, the destination manager
returns the “result”=*10.10.100.106" and finishes the process
(“No” in S21, S24).

(i) The case where the hash value is 3 (the case where the
hash value matches)

InFIG. 12, the hash value hash_B of'the server information
structure of the root node being currently referred to is 8.
Accordingly, “hash_A<hash_B (=8)” (S13). In this case, the
destination manager temporarily sets, in the return value
“result”, destination information “10.10.100.108” of the
server information structure being currently referred to (S16).
Since the destination manager compares the hash_A with the
lower hash_B, the destination manager refers to the server
information structure indicated by the address information 1
of'the server information structure being currently referred to
(“No” in S17, S18).

The server information structure of “Server-3” to be
referred to is the server information structure being currently
referred to. Accordingly, the destination manager performs
setting of hash_B=3. Here, since “hash_A=hash B (=3)”
(S13), the target server is determined. In this case, the desti-
nation manager sets, in the “result”, destination information
“10.10.100.103” of the server information structure being
currently referred to (S14, S15).

(iii) The case where hash_A=15 (around the entire circular
hash space)

In FIG. 12, the hash value of the server information struc-
ture of the root node being currently referred to is 8. Accord-
ingly, “hash_A>hash_B (=8)” (S13). In this case, the desti-
nation manager refers to the server information structure
indicated by the address information 2 of the server informa-
tion structure being currently referred to (“No” in S19, S20).

Thus, the server information structure of “Server-10” to be
referred to is the server information structure being currently
referred to. Accordingly, the destination manager performs
setting of hash_B=10. Here, since “hash_A>hash_B(=10)"
(S13), the destination manager refers to the server informa-
tion structure indicated by the address information 2 of the
server information structure being currently referred to (“No”
in S19, S20).
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Thus, the server information structure of “Server-14” to be
referred to is the server information structure being currently
referred to. Accordingly, the destination manager performs
setting of hash_B=14. Here, since “hash_A>hash_B (=14)”
(S13) and the address information 2 of the server information
structure being currently referred to is NULL (“Yes” in S19),
result="" (NULL) (“Yes” in S21). In this case, destination
manager determines that the key has been around the entire
circular hash space, sets “0” in the hash_A (S22), and per-
forms search from the server information structure of the root
again (S23).

Thus, the server information structure “Server-8” to be
referred to is the server information structure being currently
referred to. Accordingly, the destination manager performs
setting of hash_B=8. Here, since “hash_A<hash B (=8)”
(S13), the destination manager sets, in the “result”, destina-
tion information “10.10.100.108” of the server information
structure being currently referred to (S16). The destination
manager refers to the server information structure indicated
by the address information 1 of the server information struc-
ture being currently referred to (“No” in S17, S18).

Thus, the server information structure of “Server-3” to be
referred to is the server information structure being currently
referred to. Accordingly, the destination manager performs
setting of hash_B=3. Here, since “hash_A<hash B (=3)”
(S13), the destination manager sets, in the “result”, destina-
tion information “10.10.100.103” of the server information
structure being currently referred to (S16). The destination
manager refers to the server information structure indicated
by the address information 1 of the server information struc-
ture being currently referred to (“No” in S17, S18).

Thus, the server information structure of “Server-1”" to be
referred to is the server information structure being currently
referred to. Accordingly, the destination manager performs
setting of hash_B=1. Here, since “hash_A<hash B (=1)”
(S13), the destination manager sets, in the “result”, destina-
tion information “10.10.100.101” of the server information
structure being currently referred to (S16). The address infor-
mation 1 of the server information structure being currently
referred to is NULL (“Yes” in S17). Accordingly, the desti-
nation manager returns a result="10.10.100.101" (S15).

Only the flow of searching for the CH table is illustrated
here. Since simple addition and deletion of the server (node)
to and from the CH table are according to the binary search
tree, the description thereof is omitted here.

Next, an example of dynamic change of the hash space will
be described.

FIGS. 15A-15D are diagrams for illustrating dynamic divi-
sion of a split hash in this embodiment. The split hash has a
parameter common in the system, which is “the upper limit of
the number of servers in an area”. When the number of servers
included in one area exceeds this value, the area is divided. In
FIGS.15A-15D, the upper limit of the number of servers in an
area (threshold) is 10.

FIG. 15A depicts a state where ten servers, which are as
many as the upper limit of the number of servers, are arranged
in the area (division has not occurred even once in this case).
When the number of servers becomes 11 by adding a new
server, the area is divided at a boundary at a server on a
position of half the number of servers or half plus one accord-
ing to the hash value sequence (referred to as “intermediate
server” in the area). FIG. 15B illustrates the result after divi-
sion.

FIG. 15B depicts a state where boundaries for division are
provided at the server A that is on the starting point of the hash
space, and the server B as the sixth server disposed at half the
number of servers in the area counted from the starting point,
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and the space is divided into areas 1 and 2. The servers B and
C that are at the ends of the respective areas 1 and 2 are parent
servers.

FIGS. 15C and 15D depict states where the number of
servers in the area 2 increases to reach the upper limit of the
number of servers in the area 2, and subsequently a server is
further added. In this case, the area 2 is divided into two.
However, the addition does not affect the range of the area 1.

FIG. 16 illustrates a processing flow executed by a server
that is to be added to the split hash in this embodiment. The
server alive monitor 47 monitors operation states of the other
servers in the network, thereby monitoring participation of a
server to the network (S31). The server is added in different
manners between the case of constructing the CH table for the
first time and the case of adding the server to the existing CH
table.

In the case of constructing the CH for the first time (newly
creating the network), the hash space has not been divided
yet. Accordingly, the server sets the upper limit of the number
of servers in an area, on the basis of information input by an
administrator (S32). The server converts the server identifier
ofitself into a hash value, and sets the hash value in the server
management information 65. The server creates the CH table
50 (S33), and registers the hash value of itself, the server
identifier, destination information, and pieces of address
information 1 and 2. The server increments the number of
servers in the area (i.e., setting the number such that the
number of servers=1 in the current area) (S34).

The server to be added thereafter to the CH (in the case of
addition of the second server or thereafter to the network)
communicates with any of the servers having already partici-
pated in the CH (having a gateway function) (S35) to issues a
request for participating in the CH (S36). The process of S36
will be described in detail in with reference to FIG. 17. The
server to be added receives response information from the
server from which participation has been requested (S37).
The response information is transmitted in, for instance, the
format described with reference to FIGS. 9A-9C.

When the server to be added determines that the server
itself is a child server on the basis of the response information
(“No” in S38), the server performs the process of S42. At this
time, the server to be added updates “parent server determi-
nation flag” 67 of the server management information with
“child server” using the reply result, and updates the “parent
server identifier” 68.

When the server to be added determines that the server
itself is a parent server on the basis of the response informa-
tion (“Yes” in S38), the server constructs the parent CH table
49 from the response information (S39), and establishes net-
work communication between the parent servers 12 (S40).
The server to be added stores, in the storage 48, the upper limit
of the number of servers in an area, on the basis of the
response information, and the current number of servers in
the area (S41). The server to be added updates the “parent
server determination flag” 67 of the server management infor-
mation with “parent server” using the reply result, and
updates the “parent server identifier” 68 with the server iden-
tifier of the server itself.

The server to be added constructs the child CH table 50 in
the area to which the server itself belongs on the basis of the
response information (S42), and establishes connection to the
child server 13 on the basis of the CH table 50 (S43). In this
case, each child server 13 is disconnected from the previous
parent server 12.

Addition of the server changes the hash space supported by
the data. Accordingly, a process of transferring data managed
according to the changed hash space is performed between
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the server where the hash space is changed and the added
server (S44). The data transfer process is a typical technology
on CH. Accordingly, the description thereof is omitted.

FIG. 17 illustrates a detailed flow of participation request
process (S36) of FIG. 16. FIG. 17 is a processing flowchart of
the existing server having received a participation request
issued by the server to be added (participation requesting
server). In S36 of FIG. 16, any of the servers having already
participated in the CH receives the request for participating in
the split hash that has been issued by the participation request-
ing server (S51). When the prescribed server accepting the
request for participating in the split hash is the child server 13
(S52), the child server 13 transfers the request for participat-
ing in the splithash to the parent server 12 in the area to which
the server itself belongs (S53).

When the server having accepted the participation request
in the splithash is a parent server (referred to as a target parent
server) 12 (“No” in S52), the target parent server performs the
following process. That is, the target parent server calculates
the hash value on the basis of the server identifier of the
participation requesting server using the hash function, per-
forms the processes of FIG. 14 using the parent CH table, and
searches for the parent server that supports the hash value
(S54). As a result of the search, when the hash value corre-
sponds to the area supported by another server (No in S55),
the target parent server transfers the request to the retrieved
parent server (S56).

As aresult of the search, when the hash value corresponds
to the area supported by the server itself (“Yes” in S55), the
target parent server identifies the current number of servers in
the area, and determines whether the number of servers in the
area exceeds the upper limit or not when the server is added
(S57).

When the number of servers in the area does not exceed the
upper limit when the server is added (“No” in S57), the target
parent server returns, as a response, a group of pieces of server
destination information needed to construct a child CH, using
the format of FIG. 9C, to the participation requesting server
(S58).

When the number of servers in the area exceeds the upper
limit when the server is added (“Yes” in S57), the target parent
server selects the intermediate server in the area as the parent
server from the child CH table including the participation
requesting server as described with reference to FIGS. 15A-
15D (S59).

When the selected parent server is an existing server (“No”
in S60), the target parent server returns the child CH table in
the divided area to the participation requesting server (S62).
That is, the target parent server returns, to the participation
requesting server, the destination information of the child
server included in the hash space (area) from the starting point
of the area to the point with the hash value of the selected
server using the format of FIG. 9C. The target parent server
notifies the selected existing server of advancement to the
parent server (S63).

When the selected parent server is the participation
requesting server (“Yes” in S60), the target parent server
notifies the participation requesting server of advancement to
the parent server. The target parent server returns, to the
participation requesting server, the destination information of
the child server included in the hash space from the starting
point of the area to the point with the hash value of the
participation requesting server using the format of FIG. 9C
(S61).

Subsequently, the target parent server updates the parent
CH table 49 and the child CH table 50 that the server itselfhas
(S64). That is, the target parent server adds the selected parent
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server to the parent CH table 49 that the server itself has,
thereby updating the parent CH table 49. The target parent
server creates the child CH table 50 pertaining to the child
servers where the child server notified in S61 and S62 to the
participation requesting server is excluded from the child CH
table 50 that the server itself has.

The target parent server updates network communication
connection (path information) between the parent servers and
in the area to which the parent server belongs, using the
updated parent CH table and child CH table. Accordingly,
communication between the parent server and the participa-
tion requesting server is established. Furthermore, the target
parent server transmits the updated parent CH table 49 to the
other parent servers. The target parent server transmits the
updated child CH table 50 to the child servers in the area
(S65). At this time, when the child server is advanced to the
parent server, connection with the child server outside of the
area is disengaged.

Subsequently, the target parent server notifies the client 31
of the updated parent CH table 59 (S66), and this flow is
finished.

Although the illustration is omitted in FIG. 17, the upper
limit of the number of servers in an area is used to construct a
single area. When the upper limit of the number of servers is
also assigned to the layer level of the parent CH in an analo-
gous manner, the dividing method makes it possible to be
configured in a nesting (layer) structure.

FIGS. 18A and 18B are diagrams for illustrating replica-
tion of the CH table in the split hash in this embodiment. In
distributed data storing according to CH, data is copied in
order to improve the availability of the distributed system. As
illustrated in FIG. 18 A, when the child server 13 is withdrawn
from the hash space, the data of the withdrawn child server 13
is copied into a server in a direction of increasing the hash
value in the hash space. Thus, in CH, the range from the
previous server position to the next server position in the hash
space is the supported space. Accordingly, when the previous
server is withdrawn, the data of the withdrawn server is recov-
ered quickly.

In the split hash, information pertaining to the parent CH
table 49 is copied in the adjacent server, and the adjacent
server is advanced as a new parent server when the parent
server is withdrawn. As illustrated in FIG. 18B, as to typical
data, the data of the server to be withdrawn is copied in a
server in a direction of increasing the hash value in the hash
space in a manner analogous to that of typical CH. However,
the parent CH table 49 is copied in the server residing in the
direction opposite to that in the case of the typical data. The
operation is performed in order to maintain the characteristics
that the parent server 12 is at the end of the area. When the
copy was created in the direction identical to that of the
typical data, withdrawal of the parent server would advance
the “right-hand adjacent server” to a parent. Accordingly, the
new parent server 12 would become a server belonging to the
adjacent area. Thus, change in area configuration and rees-
tablishment of network connection would become compli-
cated. In contrast, as illustrated in FIG. 18B, creation of a
candidate for the next parent server in the direction of reduc-
ing the hash space makes it possible to narrow down variation
of network information in the area to that on the withdrawn
server.

FIG. 19 illustrates a processing flow executed by each of
the servers participating in the split hash when a server is
withdrawn in this embodiment. This flow is executed by each
of the servers participating in the split hash. Each server
stores, in the storage 48, information for determining whether
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the server itself is a parent server or a child server and infor-
mation for identifying the parent server in the area.

The server alive monitor 47 detects withdrawal of any of
the servers participating in the split hash from the split hash
(S71). The server (target server) having detected the with-
drawal of the server from the split hash deletes the server
information structure of the withdrawn server from the child
CH table 50 of the target server, and updates the address
information 1 and the address information 2 to reform the
link, thus reconstructing the child CH table 50 (S72).

When it is determined that the withdrawn server is a child
server on the basis of information stored in the storage 48 of
the target server (“No” in S73), the target server finishes this
flow.

When it is determined that the withdrawn server is a parent
server on the basis of the information stored in the storage 48
of the target server (“Yes” in S73), the target server deter-
mines whether the server itself is the next parent or not. Here,
the target server makes it possible to determine whether the
server itself is the next parent or not by comparing the hash
value of the target server with the maximum hash value of the
server in the current area.

When the target server determines that the server itself is
the next parent (“Yes” in S74), the target server notifies each
parent server 12 of advancement to the parent server using the
parent CH table 49 preliminarily copied and stored in the
storage 48 (576). The target server updates “server identifier”
72, “hash value” 73, and “destination information” 74 in the
server information structure of the withdrawn parent server in
the parent CH table 49 with the “server identifier”, “hash
value”, and “destination information” of the server itself
(S77). Furthermore, the target server transmits a copy of the
updated parent CH table 49 to the child server having a next
higher hash value in the area (S78). The child server stores the
copy of the parent CH table in the storage 48.

When the target server determines that the server itself is
not the next parent (“No” in S74), the target server updates
information for identifying the parent server in the area, on
the basis of the information notified by another server (S76),
and finishes the flow (S75).

(Example of Dynamic Change of Split Hash Space)

Finally, a flow of accessing the distributed system con-
structed in this embodiment will be described in brief. First,
the client 31 searches the parent CH table 49, and accesses the
parent server 12. Thus, a destination is always secured where
the key and data notified to the parent server 12 are to be
stored in the area concerned. The parent server 12 has the
destination information of every server in the area to which
the parent server itself belongs. Accordingly, this parent
server is able to reach the target server by one hop. As
described above, in the case where division is made in a
nesting (layered) manner, the servers managed by the parent
server are a group of parent servers at one layer below. In this
case, further one hop is needed to reach the destination. How-
ever, provided that the number of pieces of destination infor-
mation that is possible to be managed by one server is N (N:
any integer), an overlay network is constructed that is capable
of searching with an amount of information of ZN and with 0
to n hops in the case of the server configuration including N”
servers (n: any integer).

In this embodiment, the server having the highest hash
value among the servers belonging to the area is designated as
the parent server. However, the configuration is not limited
thereto. Instead, the server having the lowest hash value
among the servers belonging to the area may be designated as
the parent server.
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FIG. 20 is a configurational block diagram of a hardware
environment of a computer according to an example of this
embodiment. A computer 80 is capable to be used as the
parent server 12, the child server 13, or the client 31.

The computer 80 includes an output I/F 81, a CPU 82, a
ROM 83, a communication I/F 84, an input I/F 85, aRAM 86,
a storage device 87, a reader 88, and a bus 89. The computer
80 is connected to an output device 91 and an input device 92.

Here, the CPU, which stands for a central processing unit,
is an example of a processor. The ROM stands for a read only
memory. The RAM stands for a random access memory. The
I/F stands for an interface. The output I/F 81, the CPU 82, the
ROM 83, the communication I/F 84, the input I/F 85, the
RAM 86, the storage device 87, and the reader 88 are con-
nected to the bus 89. The reader 88 is a device for reading
portable recording medium. The output device 91 is con-
nected to the output I/F 81. The input device 92 is connected
to the input I/F 85.

The storage device 87 may be any type of storage devices,
such as a hard disk drive, a flash memory device, and a
magnetic disk device. The storage device 87 or the ROM 83
stores, for instance, a program for achieving the process
described in this embodiment.

In the case where the computer 80 is the parent server 12,
the storage device 87 or the ROM 83 stores the parent CH
table 49, the child CH table 50 in the area to which the parent
server 12 belongs, the server management information 65, the
upper limit of the number of servers in an area and the like. In
the case where the computer 80 is the child server 13, the
storage device 87 or the ROM 83 stores the child CH table 50
in the area concerned, the server management information 65,
the upper limit of the number of servers in an area and the like.
Inthe case where the computer 80 is the client 31, the storage
device 87 or the ROM 83 stores the parent CH table and the
like.

The CPU 82 reads the program stored in the storage device
87 or the ROM 83 for achieving the processes described in
this embodiment, and executes the program.

The program achieving the processes described in this
embodiment may be provided by a program provider and
stored in, for instance, the storage device 87 via the commu-
nication network 90 and the communication I/F 84. The pro-
gram achieving the processes described in this embodiment
may be stored in a portable storage medium that is on the
market and distributed. In this case, the portable storage
medium may be set into the reader 88, and then the program
thereon may read by the CPU 82 and executed. The portable
storage medium may be any of various types of storage
media, such as a CD-ROM, a flexible disk, an optical disk, a
magneto-optical disk, an IC card, and a USB memory device.
The program stored in such a storage medium is read by the
reader 88.

The input device 92 may be a keyboard, a mouse, an elec-
tronic camera, a web camera, a microphone, a scanner, a
sensor, a tablet, atouch panel or the like. The output device 91
may be a display, a printer, a speaker, or the like. The network
90 may be the Internet, a LAN, a WAN, a dedicated line, a
wireless or wired communication network or the like.

According to an aspect of the present invention, in a system
including information processing devices capable of commu-
nicating with each other, the load of controlling and main-
taining the network is reduced.

This embodiment is not limited to the aforementioned
embodiments. Various configurations or modes may be
adopted within a range without departing from the gist of the
embodiments.
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All examples and conditional language recited herein are
intended for pedagogical purposes to aid the reader in under-
standing the invention and the concepts contributed by the
inventor to furthering the art, and are to be construed as being
without limitation to such specifically recited examples and
conditions, nor does the organization of such examples in the
specification relate to a showing of the superiority and infe-
riority of the invention. Although the embodiments of the
present invention have been described in detail, it should be
understood that the various changes, substitutions, and alter-
ations could be made hereto without departing from the spirit
and scope of the invention.

What is claimed is:

1. An information processing device that is any of a plu-
rality of information processing devices to be connected in a
manner capable of mutually communicating via a communi-
cation network, each of the plurality of information process-
ing devices having any of hash values associated with a hash
space based on distribution hash information providing the
hash values according to a distributed hashing method, the
information processing device comprising:

a storing unit that stores first distribution hash information

and second distribution hash information, the plurality
of information processing devices being divided into a
plurality of groups according to the hash values associ-
ated with the hash space, the first distribution hash infor-
mation representing distribution hash information rely-
ing on a hash value in the hash space of a first device that
is any of the plurality of information processing devices
belonging to any of the plurality of groups, the second
distribution hash information representing distribution
hash information relying on a hash value in the hash
space of one or more second devices that are an infor-
mation processing devices belonging to a group to
which the first device belongs; and

a processor executing a process including:

acquiring access information for requesting access to a
target information processing device from among the
plurality of information processing devices, the
access information being transmitted from a client
device or another information processing device on
the basis of the first distribution hash information
stored by the client device or the another information
processing device, the access information including a
first hash value generated using a hash function from
an identifier identifying each of the plurality of infor-
mation processing devices;

extracting the first hash value from the access informa-
tion;

searching the second distribution hash information for
the one or more second devices corresponding to the
extracted first hash value;

transmitting the access information to a retrieved second
device by the searching;

when a participation request to a first group to which the

first device belongs is issued from the information pro-
cessing device that does not belong to any of the groups,
comparing the number of the one or more second
devices belonging to the first group with a prescribed
threshold;

selecting a second device of the one or more second devices

according to a result of the comparison;

separating, from the first group, one or more second

devices having the hash value included in a range from a

starting point of the hash space corresponding to the first
group to the hash value of the selected second device;
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generating the second distribution hash information per-
taining to the group formed by the separated one or more
second devices; and

adding the selected second device to the first distribution

hash information.
2. The information processing device according to claim 1,
wherein;
when the information processing device is the first device,
the storing unit stores the second distribution hash infor-
mation and the first distribution hash information; and

when the acquired access information is access informa-
tion to be processed by an other first device, the proces-
sor searches the first distribution hash information for
the other first device corresponding to the hash value
generated from the access information and transmits the
access information to the other retrieved first device by
the searching.

3. The information processing device according to claim 1,
wherein the process further includes:

when the first device is withdrawn from the communica-

tion network and when the information processing
device is a second device has a hash value next higher or
lower to the withdrawn first device among the second
devices belonging to the group to which the withdrawn
first device belongs, notifying the other information pro-
cessing device that the second device having the hash
value next higher or lower to the withdrawn first device
is a first device in the group;

adding the second device having the hash value next higher

or lower to the withdrawn first device to the first distri-
bution hash information; and

transmitting the added first distribution hash information to

at least one of the other information processing device
and an information processing terminal.

4. A non-transitory computer-readable recording medium
having stored therein a program for causing an information
processing device to execute a process, the information pro-
cessing device being any of a plurality of information pro-
cessing devices to be connected in a manner capable of mutu-
ally communicating via a communication network, each of
the plurality of information processing devices having any of
hash values associated with a hash space based on distribution
hash information providing the hash values according to a
distributed hashing method, the process comprising:

acquiring access information for requesting access to a

target information processing device from among the
plurality of information processing devices, the infor-
mation processing device storing first distribution hash
information and second distribution hash information,
the plurality of information processing devices being
divided into a plurality of groups according to the hash
values associated with the hash space, the first distribu-
tion hash information representing distribution hash
information relying on a hash value in the hash space of
a first device that is any of the plurality of information
processing devices belonging to any of the plurality of
groups, the second distribution hash information repre-
senting distribution hash information relying on a hash
value in the hash space of one or more second devices
that are an information processing devices belonging to
a group to which the first device belongs, the access
information being transmitted from a client device or
another information device on the basis of the first dis-
tribution hash information stored by the client device or
the another information processing device, the access
information including a first hash value generated using
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ahash function from an identifier identifying each of the
plurality of information processing devices;

extracting the first hash value from the access information;

searching the second distribution hash information for the

one or more second devices corresponding to the
extracted first hash value; and

transmitting the access information to a retrieved second

device by the searching;

when a participation request to a first group to which the

first device belongs is issued from the information pro-
cessing device that does not belong to any of the groups,
comparing the number of the one or more second
devices belonging to the first group with a prescribed
threshold;

selecting a second device of the one or more second devices

according to a result of the comparison;
separating, from the first group, one or more second
devices having the hash value included in a range from a
starting point of the hash space corresponding to the first
group to the hash value of the selected second device;

generating the second distribution hash information per-
taining to the group formed by the separated one or more
second devices; and

adding the selected second device to the first distribution

hash information.

5. An information search method of accessing a target
information processing device of a plurality of information
processing devices in an information processing system
including the plurality of information processing devices
being connected in a manner capable of communicating with
each other via a communication network, each of the plurality
of information processing devices having any of hash values
associated with a hash space based on distribution hash infor-
mation providing the hash values according to a distributed
hashing method, the information search method comprising:

acquiring, by an information processing device among the

plurality of information processing devices, access
information for requesting access to the target informa-
tion processing device from among the plurality of infor-
mation processing devices, the any information process-
ing device storing first distribution hash information and
second distribution hash information, the plurality of
information processing devices being divided into a plu-
rality of groups according to the hash values associated
with the hash space, the first distribution hash informa-
tion representing distribution hash information relying
on a hash value in the hash space of a first device that is
any of the plurality of information processing devices
belonging to any of the plurality of groups, the second
distribution hash information representing distribution
hash information relying on a hash value in the hash
space of one or more second devices that are an infor-
mation processing devices belonging to a group to
which the first device belongs, the access information
being transmitted from a client device or another infor-
mation device on the basis of the first distribution hash
information stored by the client device or the another
information processing device, the access information
including a first hash value generated using a hash func-
tion from an identifier identifying each of the plurality of
information processing devices;

extracting, by the information processing device, the first

hash value from the access information;

searching, by the information processing device that

acquires the access information, the second distribution
hash information for the one or more second devices
corresponding to the extracted first hash value, and
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transmitting, by the information processing device that
acquires the access information, the access information
to a retrieved second device by the searching;

when a participation request to a first group to which the
first device belongs is issued from the information pro-
cessing device that does not belong to any of the groups,
comparing, by the information processing device that
acquires the access information, the number of the one
or more second devices belonging to the first group with
a prescribed threshold;

selecting, by the information processing device that
acquires the access information, a second device of the
one or more second devices according to a result of the
comparison;

separating, by the information processing device that
acquires the access information, from the first group,
one or more second devices having the hash value
included in a range from a starting point of the hash
space corresponding to the first group to the hash value
of the selected second device;

generating, by the information processing device that
acquires the access information, the second distribution
hash information pertaining to the group formed by the
separated one or more second devices; and

adding, by the information processing device that acquires
the access information, the selected second device to the
first distribution hash information.
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